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Abstract

Symmetric eigenvalue decomposition (EVD) is a fundamen-
tal analytic and numerical tool used in many scientific areas.
The state-of-the-art algorithm in terms of performance is
typically the two-stage tridiagonalization method. The first
stage in the two-stage tridiagonalization is called successive
band reduction (SBR), which reduces a symmetric matrix to
a band form, and its computational cost usually dominates.
When Tensor Core (specialized matrix computational accel-
erator) is used to accelerate the expensive EVD, the conven-
tional ZY-representation-based method results in suboptimal
performance due to unfavorable shapes of the matrix com-
putations. In this paper, we propose a new method that uses
WY representation instead of ZY representation (see Sec-
tion 3.2 for details), which can provide a better combination
of locality and parallelism so as to perform better on Tensor
Cores. Experimentally, the proposed method can bring up to
3.7x speedup in SBR and 2.3x in the entire EVD compared to
state-of-the-art implementations.
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1 Introduction

With the advances in processor architecture, Tensor Core, a
specialized unit of Nvidia Volta, Turing, and Ampere archi-
tecture, is designed to perform highly efficient half-precision
(16-bit floating-point format) matrix multiplications accu-
mulated in single precision. Recently, Tensor Core has been
widely used to train large-scale deep neural networks by ac-
celerating GEMMs (general matrix-matrix multiplications).
Researchers also try to find the possibilities of deploying
linear algebra algorithms on Tensor Cores. These algorithms
include LU factorization [20], OR factorization [41] and some
BLAS3 operations [42].

Eigenvalue decomposition is another important matrix
computation in numerical linear algebra, as it is useful in
incredibly diverse applications, ranging from quantum chem-
istry [33], quantum mechanics [15], and quantum physics [32],
to data drive analysis and numerous machine learning and
signal processing tasks. Some of these applications may re-
quire high-precision arithmetic, such as double precision, but
increasingly single precision or even lower precision suffices
in many emerging data-driven approaches. For example, prin-
ciple component analysis [1], low-rank approximation [29],
second-order optimization in deep learning [17] and the re-
lated applications [35, 43]. And Tensor Cores can typically
be utilized to accelerate these algorithms and applications.

The symmetric eigenvalue problem can be defined by:

A=XXAxX!

Where A is a symmetric matrix, X is an orthogonal matrix
containing eigenvectors, and A is a diagonal matrix that
has eigenvalues on its diagonal. The most critical step in
computing the eigenvalues of a symmetric dense matrix is
tridiagonalization. The tridiagonalization step can be reliably
computed by the celebrated Householder tridiagonalization
[13]. Alternatively, the blocked variant from LAPACK in-
volves a panel factorization and two-sided matrix trailing
update [2], which improves locality substantially. The par-
allel implementation can be found in [18] and [24]. A more
elaborate approach by Bischof and Sun [7] proposed the
two-stage successive band reduction further to improve the
performance of the hierarchical memory system. 1)The first
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stage involves orthogonal similarity transformations to de-
compose the symmetric dense matrix to a band form:

A=XXxBxX!

where B is a symmetric band matrix; 2)In the second stage,
the bulge chasing transformation is performed to reduce
the band form to a tridiagonal form. Some related investiga-
tion suggested that using the two-phase approach reduces
the communication and computation bottleneck, yielding a
better throughput [24].

However, there is no existing work regarding Tensor-Core-
based eigenvalue decomposition or successive band reduc-
tion. There are two challenges. Firstly, the lower precision
arithmetic in Tensor Core requires the careful design of al-
gorithms. For example, the mixed-precision matrix factoriza-
tion algorithms often follow an approximate-iterate scheme
that first gets the approximate solution (preconditioner) from
a low-precision factorization and then iteratively refines the
solution to higher accuracy. This approximate-iterate ap-
proach is more difficult in EVD. According to the previous
literature, only the SICE algorithm [38] can partially meet
the requirement, as this algorithm can only work with a
portion of the eigenvalues and eigenvectors requested. Sec-
ondly, the matrix shapes of conventional algorithms cannot
be accelerated sufficiently by Tensor Cores whether the con-
ventional tridiagonalization or the 2-stage tridiagonalization
cannot avoid a large amount of tall and skinny GEMMs,
which performs slowly on Tensor Cores. Particularly, using
ZY representation in SBR can utilize the symmetric property
in trailing matrix update (using syr2k routine), but Tensor
Core does not support this kind of GEMM natively.

As a result, to improve the performance, we focus on SBR
and demonstrate that using modified WY representation in-
stead of conventional ZY representation can notably improve
the performance by ’squeezing’ the GEMMs in this paper.
Furthermore, for the accuracy issue, if single precision is
needed, we also introduce a new technique named error-
correlation Tensor-Core-based GEMMs (EC-TCGEMM) [31]
to bring the accuracy back to single precision from the be-
ginning. Thus, we consider our contributions to be:

e We devise, implement and evaluate a fast and stable tall
and skinny QR panel, which brings around 5x speedup
compared to MAGMA and cuSOLVER panel factoriza-
tion.

We analyze and study the performance of using WY
representation [5] and traditional ZY representation [12]
in SBR, which addresses that the algorithm that gener-
ally would not be considered (WY-based) can perform
better than the conventional algorithm (ZY-based) on
new architecture (Tensor Core).

We provide several implementations of SBR that can
work in different situations. Compared to the state-of-
the-art MAGMA relative routine, the speedup is 3.7x
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(half precision) and 1.8x (single precision) if eigenvec-
tors are not needed.

e We check the feasibility of combining MAGMA’s bulge-
chasing process and divide and conquer and our SBR
implementation, and the overall EVD performance
improvement is up to 2.3x.

The rest of the paper is organized as follows: Section II
addresses the related work, including band reduction, tridi-
agonalization, and Tensor Core techniques; section III gives
some background knowledge regarding tridiagonalization,
Householder transformation, and symmetric band reduction;
section IV analyzes the reasons behind the higher perfor-
mance of WY-based algorithm and shows some experimental
results regarding the inside GEMMs; section V introduces
the details of our implementation and optimization, and it
also shows some related experimental results; section VI
compares the performance and accuracy results with the
state-of-the-art software and tools, and section VII draws
the conclusion and depicts our future work.

2 Related Work

The investigation of the symmetric eigenvalue decomposi-
tion problem has a long history. Furthermore, the algorithms
and methods in this area have been extensively studied.

2.1 Tridiagonalization and Tridiagonal Solver

The most widely used and well-known algorithm is the QR
algorithm [39], which repeatedly calls the QR factorization
and GEMM and finally converges to a diagonal matrix that
contains eigenvalues on its diagonal. However, before the
QR and GEMM iterations, a tridiagonalization step is usually
processed as a 'preconditioner’ to reduce the number of QR
iterations. Typically, the tridiagonalization is performed by
Householder transformation [14] and to improve the execu-
tion efficiency on modern high-performance architectures,
the WY representation technique [5, 34] is generally applied
to the transformation process. Another tridiagonalization
method is called 2-stage tridiagonalization [19], which firstly
reduces the matrix to a band form (1st stage) and then re-
duces the band form to a tridiagonal matrix (2nd stage). This
method is proved pretty efficient on multi-core architec-
tures [24, 25].

Another popular method is divide and conquer, and this
method is implemented in most of the linear algebra pack-
ages, including LAPACK [2], MAGMA [37] and CuSOLVER!,
Another flexible method is called bisection [10], which aims
to find a subset of eigenvalues, such as the largest/smallest
100 or all eigenvalues within interval [q, b]. Furthermore, in
2004, the MRRR [11] method was proposed. It seeks to com-
pute accurately orthogonal eigenvectors without expensive
(O(n®) worst-case) reorthogonalization.

!https://docs.nvidia.com/cuda/cusolver/index.html
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2.2 Other Eigen Decomposition Approaches

Polar decomposition [22] decomposes a matrix into a prod-
uct of an orthonormal matrix and a positive definite sym-
metric matrix. It is connected to EVD and SVD, so recently,
some new algorithms based on polar decomposition have
been proposed. QDWH-eig (QR-based dynamically weighted
Halley Eigenvalue decomposition) [30] uses QR factoriza-
tion to compute the polar decomposition and then factorize
the derived orthonormal matrix using the iterative subspace
method. Later in 2016, a GPU implementation [36] of QDWH-
eig and QDWH-SVD was proposed, but this work replaced
the QDWH-eig with the 2-stage EVD. Another method to
compute polar decomposition called scaled Newton [8] has
lesser mathematical operations than QDWH. However, it
highly relies on the backward stable inverse of a matrix.
Recently there has been growing interest in randomized
Linear algebra [28], particularly randomized subspace itera-

tion for computing a low-rank approximate eigenvalue/singular

value decomposition. Two algorithms among them are ran-
domized subspace iteration [16] and randomized block Lanc-
zos [40]. These two algorithms are proven efficient in real-
world applications, especially on modern high-performance
architectures [35, 43]. However, these algorithms are typ-
ically based on multiplying a randomly generated matrix,
which means they can only be applied to applications that
are not sensitive to accuracy.

2.3 Tensor-Core-based Linear Algebra Algorithms

Nvidia introduced Tensor Core accelerator technology in
2017 in its Volta architecture [27]. Later in 2020, the A100
GPU [9] was released with more powerful Tensor Core Units
whose half-precision GEMMs execution rate can boost to
300 TFLOPS. The Tensor Core unit is designed to accelerate
GEMMs in deep neural networks. Some other applications
seek the possibilities of utilizing Tensor Core to accelerate lin-
ear algebra algorithms, including the BLAS3 operations [42],
the LU factorization [20, 23] and the QR factorization [41, 44].

3 Background

This section will introduce some background knowledge and
related technologies and algorithms to band reduction.

3.1 Tridiagonalization

The tridiagonalization process is usually the pre-step to
eigenvalue decomposition. The goal of tridiagonalization
can be expressed as follows:

A=0"'xTxQ

Q is an orthogonal matrix, and T is a tridiagonal matrix. The
conventional method of using Householder reflections elim-
inates the elements except for the tridiagonal part. However,
only 50% of the computations can be fully blocked (BLAS3).
In other words, 50% computations are BLAS2 operations that
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Figure 1. The 2-stage tridiagonalization

benefit less from modern hardware. Indeed, indicated by
the MAGMA ssyevd routine experimental results, the un-
blocked computations take over 90% of the execution time of
the tridiagonalization (ssytrd routine). An alternative way
to increase the blocking percentage is called 2-stage tridiago-
nalization [19, 24, 25]. This method adds the successive band
reduction before the tridiagonalization. Mathematically, the
successive band reduction can be expressed by this equation:
A = Q7! x B x Q where B is a band matrix with bandwidth
b. Moreover, this is the first stage. The second stage reduces
the band form to a tridiagonal form, called bulge chasing [6],
and the performance of the 2nd stage depends on the band-
width b. Figure 1 shows the general steps of the 2-stage
tridiagonalization.

3.2 Householder Transformation

The Householder reflector is an orthogonal projection con-
structed from reflection against a hyperplane. It is useful to
transform a given vector orthogonally to an axis (thereby
eliminating all components but one). Specifically, given a vec-
tor x, the orthogonal matrix H(v) = I-200” /(v7v) where v =
[|x||ey —x will map x to the first axis: H(v)x = [||x||,0, ..., 0]%.
The above transformation is a rank-1 update, in other words,
a BLAS2 operation. Fortunately, we can accumulate several
Householder transformations by the WY representation [5]
into a block to enrich BLAS3 operations. Suppose we have
k Householder matrices [Hy, Hy, ..., Hi], the WY representa-
tion will be:

HyHy—y..HoHy = 1 = Wi Y]
and if the (k + 1)-th block is factorized, then we have:
Hi=1- Wk+1yz+1

Yirr = [Yelyrs1]
Wit = [WielWist — Wi Y wias ]

3.3 Full to Band Algorithm

The symmetric matrix Householder update, also called 2-side
update, is quite simple. See Figure 2. The first block includes
A; and the grey region named Panel. Because we want the
matrix to be reduced to band form, only the Panel needs to
be factorized. After the first step, we have QR(Panel) = (I —
WYT)R, and the R matrix will override the upper triangular
part of the Panel, and meanwhile, the lower triangular part
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Figure 2. The single step of the 2-side Householder update
upon a full matrix with block size k

of the Panel will be set to be 0s. And the further trailing
matrix update is 2-side:

Ay =T -wYDH) A, -wyT) (1)

In practice, we usually use a mathematically equivalent
ZY representation [12] to perform a rank-2k update upon
the trailing matrix A,:

1
Z =AW — EYWTAW (2)

Ay=A,-YZT —ZYT (3)

The rest of the updating process is similar, as we can regard
the updated A; as a new full matrix and factorize the matrix
iteratively.

4 Performance Analysis Between ZY-based
and WY-based Algorithms

This section will mainly discuss the differences between the
ZY-based and WY-based algorithms and explain why our
new WY-based algorithm can perform better in the context of
Tensor Core. We will also provide some experimental results
to prove that the WY-based algorithm has better GEMM
performance on Tensor Core.

4.1 General Performance of Tall and Skinny GEMM
on Tensor Core

Table 1 shows the two types of GEMMs in SBR. The first
one is a square matrix times a tall and skinny matrix, which
appears in Equation 1 and 2 (A X W); and the second one is
an outer product that appears in Equation 1 and 3(W x Y7,
Y x ZT and Z x YT). Note that Tensor Core does not yet
support the syr2k routine, so Equation 3 has to involve two
outer products.

According to Table 1, the performance of the GEMMs is
highly relevant to the k on Tensor Core, while the perfor-
mance of SGEMM is much more stable as k increases. This is
probably because the tall and skinny GEMM becomes mem-
ory bound rather than compute bound when the k is small,
and the time cost of launching kernel in TCGEMMs is not
trivial. Obviously, to improve the overall performance of SBR
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‘ x‘ = ® =

k TC-GEMM SGEMM TC-GEMM SGEMM

32 6.28 9.36 20.02 9.31
64 11.69 9.65 33.30 9.85
128 24.44 10.22 49.83 10.02
256 42.65 10.33 97.41 10.23
512 66.57 10.36 122.89 10.33
1024 85.73 10.40 138.82 10.37
2048 112.08 12.91 121.55 13.13
4096 133.17 15.31 140.85 14.33

Table 1. TCGEMM and SGEMM performance on A100 GPU
in TFLOPS as k changes from 32 to 4096 with fixed m =
32768. In columns 2-3, A € R™™ B € R™* In columns 4-5,
A € Rk B e Rkxm,

on Tensor Core, we want the k as large as possible. How-
ever, unfortunately, in terms of the conventional WY and ZY
representation algorithm, the k is fixed to be the bandwidth
typically less than 256. As the computational complexity of
bulge chasing is O(nk?), there is a cost to making the block
size too large.

4.2 An Alternative Method to Change the GEMM’s
Shape

Inspired by the Tensor-Core-based QR factorization [41],
the simple modification from the iterative method to the
recursive method can change the GEMM shapes and leads
to significant speedup. Nevertheless, the recursive strategy
does not seem to work for SBR. Unlike QR factorization, the
SBR is a two-side factorization; the trailing matrix cannot be
simply divided into left half and right half.

4.2.1 An attempt of changing the GEMM shapes with
ZY representation

Assume that the matrix Zy and Yy are the ZY representation
in the k-th iteration of SBR. Then the entire Z and the Y
matrix after the k-th iteration will be Z = [Z;|Z,]...|Zk]
and Y = [V1|Y2]...|Yx]. To ’squeeze’ the GEMMs, we can try
to combine several Z and Y vectors together and update
the trialing matrix one time. One solution is to figure out
a recursive strategy similar to the Tensor-Core-based QR
factorization [41]. However, unlike QR factorization, the
trailing matrix update is two-side in SBR. When we are trying
to update the next panel, we will need the previous trailing
matrix to be fully updated. The key idea of converting tall
and skinny GEMMs to square GEMMs in the recursive QR
factorization algorithm [41] is updating the trailing matrices
when we need to factorize them instead of updating the
whole trailing matrix in each iteration. This method works
well in the recursive QR factorization because it is a one-side
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Figure 3. One hypothesis of SBR using ZY representation,
the green region is the panel to be updated and the matrix
with the blue outline is the trailing matrix

factorization. The right part of the matrix will not be touched
until it is factorized.

Unfortunately, things become different in the two-side
factorization. Figure 3 shows our hypothesis of using ZY
representation in SBR. Suppose we have eight blocks with
blocksize b and have already factorized the first block using
ZY representation. Now we only want to update the green
region (we can call it GA) in the matrix by GA = GA-ZY (1 :
b,:)T = YZ(1:b,:)T, while the brown region (BrA) is never
touched. The next step (2nd picture in Figure 3) is factorizing
the red region in the matrix and updating the green region
(GA). The next step is updating the GA in the second picture,
and if we have the Y = [y1|yz2];Z = [z1]|z2] then the GA
can be updated easily by GA = -ZY(1: 2% b,:)T —YZ(1 :
2% b, :)T. However, the problem is how to obtain Z,. As
we mentioned before, the matrix Z is related to the trailing
matrix, actually if we already have the w; and y,, and suppose
the region with blue contour to be BA we can compute the
z3 by z2 = BAX wy — %yzsz X BA X wy. However, to deduce
the correct GA, the submatrix BA needs to be updated by
BA = BA—z1y1(b+1: n,:)T —y1z1(b+1: n,:)T at first, which
also includes the tall and skinny matrix multiplications. And
we did not find a way to bypass the update of the entire
trailing matrix with ZY representation.

4.2.2 Change the GEMM shapes with WY
representation

An alternative strategy is using WY representation. The
difference between the WY representation and the ZY rep-
resentation in terms of trailing matrix update is that the
WY representation updates the matrix by multiplications. In
contrast, the ZY representation uses successive subtractions.
Besides, updating the W matrix in WY representation does
not require updating the entire trailing matrix. Instead, it
only needs the updated panel. These properties of WY repre-
sentation allow us to accumulate the Householder matrices
and update the trailing matrix at once at the cost of more
computations and memory usage because it has to update
the W matrix in each iteration.
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(b)

(c)

(d)

Figure 4. The WY-based SBR, the red region is the panel to
be factorized, and the green region is the trailing matrix. The
matrix inside the blue outline denotes the original matrix

Figure 4 depicts the several steps of the WY-based SBR
before the first large iteration. Definitely the first step is QR
factorize the red panel in (a) and get w; and y;. In order
to only update the green region (GA) in (b) we will let y =
y1(1 : b,:) and use y instead of the entire y; in the right
multiplication. Then the GA = (I - ylw{) X GAX (I-wyyT).
The next step will be a panel factorization of the red region in
(c) and form a new Y = [y1]y2] and W = [wq|w, — lelTwz].
Before the recursion, we need to update the entire trailing
matrix. Because we have never touched the green region
in (d) before, we still have to use the submatrix with the
blue outline (BA) of the original matrix. Then we replace
the Y by Y(2+ b + 1 : n,:) and finally update the GA =
(I-YWT)xBAx (I-wYT).

Algorithm 1 gives the Matlab prototype of the WY-based
SBR. A parameter nb should be given as a larger blocksize
that inside the big block, only the panels will be updated;
outside the big block, the whole trailing matrix will be up-
dated.

4.3 GEMMs Performance Evaluation
4.3.1 Arithmetic Operations:

One of the differences between conventional ZY represen-
tation and Algorithm 1 is the number of arithmetic opera-
tions. The increment of operations in Algorithm 1 includes
constructing the W matrix in the inner loop and the larger
GEMM at lines 9, 13 in Algorithm 1 as we always have to use
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Algorithm 1 Recursive WY-based Symmetric Band Reduc-
tion with blocksize nb

1 function [A] = sy2sb(A, oriA)

2 n = length(A);

3 OA=oriA(b+1:n, b+1:n);

4 for i=1:b:nb

5 [w,yl=PanelQR(A(it+b+1:n, i:itb));

6 Y=[Y yI1;

7 W=[W w-WxY'xw];

8 GA=A(itb+1:n, i+b+1:i+2%b);

9 GA=(I-WxY"') '*xOA*(I-WxY(i:i+nb,:)");
10 A(i+b+1:n, i+b+1:i+2%b)=GA;

11 end

GA=A(nb+1:n, nb+1:n);

A(nb+1:n,nb+1:n)=sy2sb(GA,GA);

15 end
Y WY
blocksize | 128 | 128 | 256 | 512 | 1024 | 2048 | 4096
FLOPS 070 | 0.93 | 1.05 | 1.12 | 1.17 | 1.22 | 1.31

Table 2. The real number of arithmetic operations of ZY-
based SBR (bandwidth 128) and WY-based SBR (with dif-
ferent block sizes from 128 to 4096); the exponent of the
numbers is 1014

the original matrix in the inner loop. And we will discuss
them in sequence.

To show the increment of arithmetic operations intuitively,
we compute the number of operations in ZY-based and WY-
based algorithms, respectively, with matrix size 3276832768
in Table 2. The number of operations increases considerably
as the block size rises, indicating why the ZY-based algorithm
is more popular on the previous hardware.

4.3.2 Experimental Results of GEMMs Performance

The WY-based SBR does convert some of the tall and skinny
matrix multiplications to relatively square matrix multipli-
cations. However, the problem is that it increases the total
mathematical operations, which include forming the blocked
W matrix and larger matrix sizes because the large subma-
trix (line 3 in Algo 1) of the original matrix is always reused
inside the large block. Therefore, whether the WY-based
algorithm can bring speedup remains unknown.

Let us start with the performance evaluation when the
blocksize nb changes. The smaller nb leads to fewer compu-
tations but more tall and skinny GEMMs, while the larger
nb brings more computations and square GEMMs. Our in-
tuition is that there exists one nb that can give us the best
performance, and Figure 5 supports our speculation. When
nb is less than 1024, although the floating-point operations
increase, the GEMMs rate increment from square GEMMs
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Figure 5. The total elapsed time of TCGEMMs in Algo 1 as
the block size changes from 128 to 4096. The numbers upon
the points are the TFLOPs of the TCGEMM:s.

dominates the overall performance improvement. Neverthe-
less, when nb is larger than 1024, the rise of computations
prevents the performance from improving,.

Fix nb to be 1024, and Figure 6 compares the total execu-
tion time of the GEMM:s between the two different strategies.
When the matrix is as small as 4096, the WY-based algorithm
does not have an advantage over the ZY-based algorithm.
This is obvious because the GEMM execution rate in the two
algorithms is similar when the matrix size is small. Therefore
the change of GEMM shapes does not help. In contrast, the
increment of the mathematical operations cannot be over-
looked. Furthermore, that is why when the size is 4096 and
8192, the GEMM execution time in the WY-based algorithm
is longer than in the ZY-based algorithm. However, when the
size is quite large, the better shapes of the GEMMs improve
the performance significantly. For instance, when the matrix
size is 32768, the inside GEMMs in the WY-based algorithm
can reach 240 TFLOPs, while the highest GEMM rate in the
ZY-based algorithm is only around 50 TLFOPs. This means
that even though we are doing more computations in the
WY-based algorithm, the overall performance of GEMM:s can
still benefit a lot from the relatively square GEMMs (around
1.5x speedup in terms of GEMMs). We also perform another
experiment on testing the SGEMMs and show the results in
Figure 7. According to Table 1, the SGEMM cannot benefit
from the square shapes. As a result, we can find in Figure 7
that if TCGEMM:s are replaced with SGEMMs, the ZY-based
algorithm can have better performance, which means the
WY-based algorithm only brings speedup with Tensor Core
support.

4.4 Forming Eigenvectors

The GEMMs are even more efficient when the eigenvectors
are needed with the WY-based algorithm. Because forming
the W matrix (back transformation) in the inner product is
not wasted at all. As the W matrix is fully obtained in each
inner loop, so the final matrix W will be of this form: W =
[Wi|W,|...|Wi] where k = n/nb. Then forming the entire W
will be quite easy, and it can be formed in a recursive way to
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Figure 6. The total elapsed time comparison of the
TCGEMMs in WY-based algorithm and the ZY-based algo-
rithm, the block size in the WY-based algorithm is fixed to
be 1024
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Figure 7. The total elapsed time comparison of the SGEMMs
in the WY-based algorithm and the ZY-based algorithm, the
block size in the WY-based algorithm is also fixed to be 1024

Algorithm 2 Recursive W construction with blocksize nb

1 function [W] = FormW(W,Y)
2 n=length(W);

3 if n<=2*nb

4 Wi=W(:,1:nb);

5 W2=W(:,nb+1:2*nb);

6 Y1=Y(:,1:nb);

7 W=[W1|W2-W1%Y1'xW2];

8 end

9 %left recurse

10 Wi=FormW(W(:,1:n/2), Y(:,1:n/2));
1 %right recurse

12 W2=FormW(W(:,n/2+1:n), Y(:,n/2+1:n));
W=[W1|W2-W1%Y1'*W2];
end

’squeeze’ the GEMMs. See Algo 2 for details. And based on
our experiments, given a matrix whose size is 32768 X 32768,
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Figure 8. The total elapsed time of panel QR factorization
comparison between MAGMA, cuSOLVER and our TSQR
implementation,

the back transformation takes 320ms vs. 420ms in the WY-
based and ZY-based algorithms, respectively, which gives
around another 10% acceleration.

5 Implementation and Optimization

In this section, we will address our GPU implementation
and the optimization strategy to improve performance and
accuracy.

5.1 Tall and Skinny Panel QR Factorization

Figure 2 shows that the panel is tall and skinny when the
bandwidth is small. Because of low data locality and paral-
lelism, factorizing such a matrix shape is much slower than

factorizing a square matrix, especially on a GPU. Communication-

Avoiding QR (CAQR) [3] factorization algorithm efficiently
performs QR factorization. Tall-Skinny QR (TSQR) is a par-
ticular case of CAQR that only deals with tall and skinny
matrices. And the general idea and implementation can be
found in the Tensor-Core-based QR paper [41]. But there
are still some modifications: 1)we apply Householder trans-
formation rather than modified Gram-Schmidt process on
each small block to maintain the stability; 2)each warp is
in charge of one column instead of one row to get better
performance.

We evaluate the panel factorization in band reduction as
matrix size changes from 4096 to 32768, by comparing the
panel factorization execution time in MAGMA (ssytrd_sy2sb ?
routine), cuSOLVER (sgeqrf and sorgqgr routine) and our
TSQR; see Figure 8. Note that the elapsed time in Figure 8 is
not the pure QR factorization; it also includes reconstructing
the W and Y matrices, which will be discussed in the next
section, in cuSOLVER and the TSQR implementation.

2Symmetric matrix to symmetric band form
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5.2 Reconstruct Householder Vectors

Although TSQR can accelerate the panel compared to cu-
SOLVER SGEQRF (), there is still a problem that, unlike cu-
SOLVER SGEQRF (), what we obtain from TSQR is the explicit
Q. In contrast, cuSOLVER SGEQRF () provides Householder
vectors. Moreover, with the explicit Q instead of House-
holder vectors, the further trailing matrix updates will lead
to unstable results. Therefore, it is necessary to develop an
algorithm that can output Householder vectors from the
explicit Q formed by TSQR. One solution is to reconstruct
Householder vectors by the explicit Q [4]. The idea is as
follows. Given an orthogonal matrix, Q can be represented
asQ =1-YxTxY" (memory-efficient WY representation),
and this equation can also be modifiedto - Q = Y x T x Y.
Y is a lower triangular matrix, and T is an upper triangular
matrix. Hence, it can be regarded as a LU factorization with
I-Q=LxU=(Y)x(TxYT). The paper[4] also reports
that the LU factorization provides unique L and U, and par-
tial pivoting is unnecessary. In our algorithm, we factorize
the upper n X n part of the matrix I — Q, and then we do a
triangular solve (STRSM) to get the whole L matrix. After ob-
taining the Householder vectors L from LU factorization, we
do another triangular solve to construct W; see Algorithm 3.

Algorithm 3 Reconstruct WY representation by explicit Q
generated from TSQR

1 function [W,Y] = ReconstructWY(Q)

2 [m,n] = size(Q);

3 I = eye(m,n);

. A= I-Q;

5 [L1,U] = non_pivoting_LU(A(1:n,:));

6 L2 = A(n+1:m, :)/U;
7 Y=[L1;L2];

8 W=A/Y";

s end

Ballard et al. perform a LU factorization on Q — S [4],
where S is a diagonal sign matrix corresponding to the sign
choices made inside the Householder QR algorithm. Note
that this step is also essential to avoid rank deficiency in the
LU factorization. And combining this algorithm with our
TSQR implementation, we can have the panel factorization
that generates W and Y.

5.3 Error Correction Tensor-Core-based GEMMs

The Refined TCGEMM [31] is a Tensor Core-based GEMM
that provides the same accuracy as CUBLAS SGEMM us-
ing FP32 but exceeds the theoretical peak performance of
FP32, yielding a much higher throughput. They are an en-
hanced version of the error correction methods proposed by
Markidis [26] to perform matrix-matrix multiplication on
Tensor Core. Implementing error-correcting methods would
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not provide the accurate results of matrix-matrix multipli-
cation on FP32 SIMT cores. The key to achieving this high
accuracy is dealing with rounding off inside Tensor Cores.
Refined TCGEMM saves the mantissa loss and uses it to
correct the accuracy of matrix-matrix multiplication. This
high-accuracy, high-performance, and low-power consum-
ing implementation is developed in NVIDIA’s CUTLASS
library and achieves 51TFLOPS/s for limited exponent range
and 33TFLOPS/s for full exponent range of FP32 using TF32
Tensor Cores on NVIDIA A100 GPU. This implementation
outperforms the theoretical FP32 SIMT Core peak perfor-
mance of 19.5TFLOPS/s.

To be more specific, consider a GEMM C = A X B. To com-
pute this GEMM on Tensor Core, the truncation of A and B
from FP32 to FP16 should be performed in advance. Then we
have A= A+AAand B = B+AB, where the A and B is stored
in FP16 precision. The TCGEMM with FP32 accumulation is
actually doing C = A x B and the accurate result should be
C = (A+AA) X (B+AB) = AXB+AXAB+AAxB+AAXAB.In
practice, the AAX AB is so trivial that it can be typically over-
looked. Therefore, performing two extra TCGEMMs seems
to recover the accuracy loss. But the rounding errors inside
Tensor Core and the underflow problems still prevent the
naive recovering solution from getting accurate results. As a
result, the authors also apply two other methods to solve the
problem: 1)try to avoid the rounding for accumulation inside
Tensor Cores to recover the FP32 accuracy; and 2) try to
scale the matrix to reduce underflow. And finally, the refined
TCGEMMs can outperform the SGEMMs and meanwhile
bring the accuracy back to single precision. And we will also
show the performance impact of using the error correlation
TCGEMMs in our SBR in Figure 10.

6 Experimental Evaluation

We use a 5.4.0-99-generic Linux operating system with NVIDIA
A100 GPU (A100-PCIE-40GB) for all the experiments. The
CUDA version is 11.2, which contains a C++ compiler and
libraries cuBLAS and cuSOLVER. For the EVD case study
experiments, we use the random matrix generation routine
(magma_generate) from MAGMA 2.6.1 to generate a random
matrix with a specific condition number and singular value
distribution.

6.1 The Effect of TSQR Panel and Tensor Core
Regarding Band Reduction

The panel factorization and the Tensor Core play essential
roles in the entire band reduction. Figure 9 illustrates the
impact of using the TSQR panel and Tensor Core on the
entire SBR execution time. When the matrix size is small, the
TSQR panel is more critical; in contrast, when the matrix is
large, Tensor Core contributes more acceleration. For exam-
ple, without Tensor Core, the performance of the WY-based
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Figure 10. The total elapsed time comparison of the band
reduction between the WY-based algorithm, WY-based
algorithm with EC-TCGEMMs, ZY-based algorithm, and
MAGMA baseline

algorithm is even worse than MAGMA when the matrix size
is large.

6.2 Overall Performance of Band Reduction

The overall performance improvement compared to the MAGMA

implementation is also shown in Figure 10, and the num-
bers over the orange line denote the speedup between the
WY-based algorithm and the MAGMA sy2sb routine. Our
WY-based implementation is much faster than the MAGMA
relative routine. When the matrix size is huge (larger than
20,000), the WY-based algorithm also brings about a 1.3x
speedup than the conventional ZY-based algorithm. If the
TCGEMMs in the WY-based algorithm are replaced with
EC-TCGEMMs (blue line), the overall band reduction per-
formance is still slightly better than the MAGMA baseline
(around 1.3x).
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Matrix type Backward error | Orthogonality
Normal 9.45e-04 5.27e-04
Uniform 4.73e-04 5.45e-04

SVD_Cluster0 1e5 9.34e-04 4.17e-04
SVD_Cluster1 1e5 9.45e-04 6.89e-04
SVD_Arith 1lel 9.45e-04 4.89e-04
SVD_Arith 1e3 9.45e-04 7.09e-04
SVD_Arith 1e5 9.45e-04 4.39e-04
SVD_Geo 1el 9.45e-04 7.39e-04
SVD_Geo 1e3 9.46e-04 4.21e-04
SVD_Geo 1e5 9.45e-04 3.68e-04

Table 3. The backward error (Ep, 2nd column) and the or-
thogonality (E,, 3rd column) of our Tensor Core-based SBR
with different matrix types

6.3 Accuracy

As we will compute the eigenvalues in the following exper-
iments (section 6.4.2), the accuracy of the eigenvalues of
the band matrix is not that necessary. Thus, in this section,
we will only consider the backward stability [21] and the
orthogonality of our implementation.

The backward error (orthogonal transformation error) of
the band reduction is defined as:

_ A= QxBXx Q||
N x[AllF

Ep

where A is the matrix that needs to be factorized, B is the
band matrix, and Q is the orthogonal matrix that can be used
to form the eigenvectors. And the orthogonality:

_ =07 xQllr

E, N

denotes if the transformation matrices Q are orthogonal.

Theoretically, the backward error and the orthogonality
should be bounded by the machine € because the TSQR,
as well as the band reduction algorithms, are proven to be
backward stable. In the context of Tensor Core computations,
the machine € is 1le — 4. Table 3 gives the errors of the band
reduction with different matrix types and condition numbers,
which MGAMA generates. The SVD_NAME’ means the
singular values of the generated matrix obey the 'NAME’
distribution, and the number next to the matrix type is the
condition number. For example, SVD_Arith 1e5 denotes the
singular values of the matrix are arithmetically distributed
with S;ax/Smin = 1€5. And it is obvious in Table 3 that both
backward errors and orthogonality of the band reduction are
bounded by the machine € of Tensor Core. In addition, the
bulge chasing process and 2nd stage in MAGMA are stable,
which means once our SBR is stable, the entire EVD will also
be stable.
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Figure 11. The total elapsed time comparison of the 2-stage
EVD between our WY-based SBR and MAGMA baseline

6.4 A Case Study of eigenvalue Decomposition

As we have a faster band reduction implementation, it is
worthwhile to use this module to solve the eigen problems.
Still, we will consider the performance and the accuracy.

6.4.1 Performance

The implementation of the eigensolver is quite simple. We
start everything and compute the band reduction on GPU,
transfer the band matrix to CPU, and then use MAGMA to
perform the bulge chasing and divide and conquer algorithm.
Note that the execution time of our implementation includes
the data movement from device to host (the rate is around
12GB/s). See Figure 11. To get the best performance of the
eigenvalue in MAGMA, we set the number of MKL threads
tobe 1,1, 4,8, 8, 12, 16, 16 for matrix from 4096 to 32768,
respectively. The results indicate that with our Tensor Core-
based band reduction, the eigenvalue decomposition (no
eigenvectors) can be accelerated around 2x.

6.4.2 Accuracy

We did not perform the EVD with eigenvectors generated,
so the accuracy measurement will only be the eigenvalues.
And the error can be expressed as:

— ||Ds _Dtc||2
* T NX|IDlz

where Dy is the real eigenvalues computed by LAPACK and
the D is the eigenvalues from the band matrix computed
by Tensor Core. Similar to the accuracy experiments of band
reduction, we also test the accuracy with different matrix
types. See Table 4. Still, the numbers next to the matrix type
denote the condition number. As we can observe in the table,
the accuracy level of our implementation is pretty good.
Indeed, for the SVD geometric distribution with condition
numbers 1e3 and 1e5, the checking function in MAGMA even
gives a pass symbol. The results indicate that our Tensor
Core implementation is able to compute the eigenvalues
with the machine e tolerance. If we do not need accurate
results or want to use the EVD as a pre-step in low-rank
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Matrix type Tensor Core | MAGMA
Normal 7.21E-05 4.59E-06
Uniform 1.38E-04 5.19E-07

SVD_Cluster0 1e5 3.59E-05 1.64E-07
SVD_Cluster1 1e5 8.80E-05 1.37E-06
SVD_Arith 1el 7.58E-05 4.51E-06
SVD_Arith 1e3 8.46E-05 1.39E-05
SVD_Arith 1e5 6.81E-05 1.67E-05
SVD_Geo lel 5.77E-05 2.05E-06
SVD_Geo 1e3 5.11E-05 4.43E-06
SVD_Geo 1e5 5.20E-05 3.68E-06

Table 4. The accuracy comparison of the eigenvalues (E;)
between our Tensor Core implementation (2nd column) and
MAGMA ssyevdx() routine (3rd column) with different ma-
trix types

approximation [40], the Tensor Core-based implementation
will meet our requirement. Otherwise, we can replace the
TCGEMMs with EC-TCGEMMs to get more accurate results.

7 Conclusion and Future Work

In this paper, we propose a Tensor Core GPU implementation
of the symmetric band reduction which can bring up to
3.7x speedup compared to the state-of-the-art SBR software.
We have evaluated the TSQR factorization and replaced the
general Householder QR factorization, which is much faster
than cuSOLVER and MAGMA. To ensure the QR results can
be utilized in further computations, we use non-pivoting
LU factorization to reconstruct the WY representation from
the explicit Q. We abandon the traditional ZY-based method
in terms of the trailing matrix update. Instead, we use the
WY representation to update the trailing matrix to convert
the tall and skinny GEMMs to relatively square GEMMs.
Although the WY-based algorithm brings more mathematical
operations, the performance of the new sizes of GEMMs
proves the attempt, which shows a 1.5x speedup regarding
GEMMs, to be worthy. In addition, to recover the accuracy
loss generated by Tensor Core, we use EC-TCGEMMs, which
have the same accuracy as SGEMM but are faster. We also
did a case study based on the MAGMA’s implementation of
the 2nd stage of the tridiagonalization and the divide and
conquer method and obtained up to 2.3x speedup.

However, there are also some limitations of the Tensor-
Core-based SBR. First, the target precision is single precision,
which means this algorithm cannot work when a double-
precision result is needed. Secondly, the WY-based method
only performs better on Tensor Core because, without Ten-
sor Core, the speedup which benefits from GEMMs’ shapes
cannot counteract the performance decrease from the in-
crement of mathematical operations. Thirdly, the proposed
algorithm requires more device memory to store the original
matrix and the WY representation.
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The research areas on eigenproblems are so broad that
band reduction is only a tiny part of the eigenproblems. More-
over, even in the symmetric band reduction algorithm, we
can still do furthermore works to optimize it. For example,
we can try to implement the Tensor-Core-based symmetric
rank 2k update (syr2k). Indeed, in our current program, this
kind of GEMM is regarded as a normal GEMM that does 2x
more computations because it does not utilize the symmetric
property of the matrix. Additionally, in terms of the entire
EVD, we are only implementing the 1st stage of tridiagonal-
ization, the 2nd stage, and the divide and conquer algorithm
called the MAGMA routines. So the data movement between
GPU and CPU still costs some time. As a result, we try to use
GPU in the 2nd stage. Iterative methods on GPU will also
be considered in the future. Additionally, the error analysis
of the Tensor-Core-based eigen problems also needs more
attention. Based on our previous investigation on Tensor-
Core-based computations, the error is typically bounded by
the machine €. For Tensor Core, it is 1e-4. However, accord-
ing to our experiments on computing the eigenvalues, the
accuracy is better than our expectation, nearly 1e-5. Unfor-
tunately, we only provide the experimental accuracy results.
This is because analyzing the errors will be out of scope
and can be a separate paper, as the theoretical error analysis
is too complicated. Hopefully, we can theoretically analyze
the mathematical reasons behind the experimental results
and explain them soon. Besides, we can also try to recover
the precision with the method proposed in 2021 [38] in the
future.
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